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Abstract
Hand Gesture Recognition(HGR) is a challenging computer vision task. Recently, by taking
advantages of deep learning-based models, HGR methods have achieved outstanding results
and outperformed state-of-the-art alternatives by a high margin. However, the performance
of deep learning-based models is highly dependent on the data. A large amount of data is
required to train deep learning-based models. While there are some widely-used datasets in
HGR, these datasets lack diverse gestures in real-world situations. To this end, we propose a
hand gesture dataset (Dataset will be publicly available after paper publication.), including
diverse gestures with more sample numbers per gesture class. Furthermore, we provide hand
annotations, including a hand bounding box, 3Dhand keypoints, and gesture label per sample.
The proposed dataset aims to provide a benchmark for research works to tackle real-world
situations. The dataset samples are recorded in a real-world backgroundwith high complexity
and diversity. To be more realistic, the proposed dataset does not include any pre-processing
step. All of the samples in this dataset are pure and real. This configuration makes room
to underpin future research works in a real-world situation and develop gesture recognition
models in an unrestricted environment. Overall, our dataset outperforms in terms of diversity,
number of subjects, number of samples per gesture class, and use of real data. Finally,
different analysis on the existing state-of-the-art models in HGR, HPE, hand recovery, and
hand reconstruction were performed and reported. Our implementation is available at https://
github.com/smohammadi96/Diverse_hand_gesture_dataset/blob/main/README.md.
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1 Introduction

Communication among people has various forms, including verbal and non-verbal. While
verbal communication is mainly relying on spoken language, non-verbal communication
uses body language or gestures. The hand, as one of the main body parts in communication,
can effectively convey information from one person to another. To facilitate communication
between different groups of people, hand gestures play a key role in both verbal and non-
verbal languages. To this end, proposing a hand gesture-based system is in line with this
requirement [61, 96, 97].

Hand Gesture Recognition(HGR), an interesting sub-field within computer vision, has
recently received high attention. Hand gesture is critical for human behavior understanding
focusing on recognizingmore fine-grained upper bodymovements within the special context.
One of the earliest works for HGR [35, 89] was based on traditional hand-crafted features. In
the past decades, this task as well as all other computer vision tasks have been revolutionized
by the advent of deep learning and achieved State-Of-The-Art (SOTA) performances [23, 45,
61, 74, 86]. The HGR can be used in different computer vision tasks such as sign language
recognition [62, 64–66], security [83], e-health [27, 83], and entertainment [47].

Generally, HGR models can be categorized into two main categories: static and dynamic.
The static recognition methods only consider spatial features obtained from the input images
while the dynamic methods benefit from both spatial and temporal features extracted from
videos. One of the main challenges in both categories is the dataset. Different characteristics
are considered for the dataset evaluation, such as the number of gestures, the number of sam-
ples in each gesture, the number of subjects, and the diversity of the samples. Various datasets
have been developed to meet these characteristics. Considering the application domain, each
characteristic can have a decisive role. Generally, deep learning-based models need datasets
including a large number of samples in each gesture. However, increasing the diversity of
the samples can help the model to work in real-world situations. In line with requirements,
we propose a dataset for the static HGR task which contains more samples in each class
captured in more diverse conditions. No pre-processing is performed on the images of this
dataset aiming to be usable as a baseline in real-world conditions.

The remainder of this paper is organized as follows. Section 2 presents a brief review of
related works in gesture recognition. The existing hand gesture datasets are briefly presented
in Section 3. Details of the proposed dataset are introduced in Section 4. Then, Section 5
presents some experimental results on the proposed dataset. Limitations of the collected
dataset are also discussed in Section 6. Finally, we conclude the work in Section 7.

2 Related work

Here, we briefly review recent work and datasets in HGR.

2.1 Deep learning-based HGR

Hand gesture, containing complementary information, plays an important role in better com-
munication in daily communication. Due to various applications of HGR, researchers have
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focused on this task and several methods have been proposed [27, 47, 63, 83, 93–95]. HGR
is one of the main components of Sign Language Recognition (SLR), whereas facial expres-
sions and body actions play the role of giving emphasis to the words and phrases conveyed
by hand gestures. Generally, deep learning-based HGRmodels can be categorized into static
HGR and dynamic HGR models:

• Static HGR Static HGR is mainly focusing on the various shapes and orientations of
hands without considering the motion information. Rautaray and Agrawal developed a
hand gesture recognition system for interacting with different applications to present
an applicable solution towards a handy interface between human and computer. This
system employs image processing techniques for detection, segmentation, tracking, and
recognition of handgestures for converting it to ameaningful command. Furthermore, this
system can be used for controlling different applications like game control [67]. Ameen et
al. proposed amodel using a Convolutional Neural Network (CNN)model for static HGR
from letters of the American Sign Language (ASL) alphabet. Two modalities, RGB and
Depth, are used in parallel to obtain the spatial features from two CNNs. Results on the
ASL fingerspelling dataset show the recognition accuracy of 80.34% [4]. Rastgoo et al.
proposed a Restricted Boltzmann Machine (RBM) and CNN-based model to recognize
the ASL letters from two input modalities,RGB and Depth. A CNN model is used for
hand detection. Results on four public datasets,MasseyUniversity GestureDataset, ASL,
and Fingerspelling Dataset from the University of Surrey’s Center for Vision, Speech
and Signal Processing, NYU, and ASL Fingerspelling A, confirm the superiority of the
model performance with a relative accuracy improvement of 27.31% 28.56% 2.9% and
11.13% respectively [62]. Mohanty et al. suggested a CNN-based model for static HGR
from the complex background and varying illumination conditions in the input images.
Results on three publicly available datasets, theNUS hand posture dataset with a cluttered
background, Triesh hand posture dataset with the uniform dark background, and Marcel
hand posture, and obtained comparable results with SOTA models [51]. Adithya and
Rajesh proposed a CNNmodel for static HGR from RGB images. The proposed method
has been evaluated on twopublic datasets,NUShandposture andAmericanfingerspelling
A, using five-fold cross-validation. Results show that the model has comparable results
with SOTAmodels in the field [2]. Moghbeli Damaneh et al. designed a model, including
a CNN as well as a classical non-intelligent feature extraction method, for static hand
gesture recognition. After preprocessing and removing the image background, it passes
through three different streams of feature extraction, containing the CNN, the Gabor
filter, and ORB feature descriptor. Finally, all features obtained from three streams are
fused and fed to the final classifier. Results on three public datasets show the promising
results of the model [49]. John and Deshpande suggested a deep learning-based model,
entitledMulti-DilatedConvolution-basedDenseNet (MDCDN), including a combination
of multi-dilated convolution and DenseNet. Results show the efficiency of deep features
in accurate HGR [30]. Mohammadi et al. designed four Spiking Neural Network (SNN)
models for two static American Sign Language (ASL) hand gesture classification tasks:
the ASL alphabet and ASL digits. The compared the SNN to the equivalent Deep Neural
Network (DNN) models and reported the results in terms of accuracy, latency, power
consumption, and energy. In overall, the best DNNmodel had a higher performance than
the SNN models [50]. Yu et al. suggested a model using two input modalities, the RGB
and optical flow keyframes, for dynamic gesture recognition. The spatial and temporal
features are extracted using a 2D CNN and fused for final classification. Results on two
public datasets, Cambridge Hand Gesture dataset and Northwestern University Hand

123



50248 Multimedia Tools and Applications (2024) 83:50245–50267

Gesture dataset, show the efficiency of the model in term of recognition accuracy [90].
Sharma and Singh developed a CNN-based model for HGR in sign language. Different
CNN architectures, such as VGG-11 and VGG-16, have been evaluated on two public
datasets. Furthermore, a dataset containing 2150 RGB images of Indian Sign Language
(ISL) gestures has been collected. Results show the promising results of this model as
well as being invariant to rotation and scaling transformation [73].

• Dynamic HGR Dynamic HGR is working on the sequence of hand postures with associ-
ated motion information. Roccetti et al. designed and implemented a multimedia system
tomimic the process of cooking. In this system, a virtual experience is focused on simulat-
ing themovements a real cook to prepare its recipe. Themain contribution of thismodel is
recognizing and tracking the actions and gestures during the cooking [68]. Roccetti et al.
discussed the differences between the design of a gesture-based interface for a console as
well as a similar one for a public space setting for gaming. In addition, they have employed
a set of algorithms that have specifically designed for gesture-based interfaces for public
spaces. Results showed that relying on a video camera and a robust gesture recognition
software system, their model obtained a promising performance [69]. Elboushaki et al.
proposed a multi-dimensional CNN model for dynamic HGR from RGB-D videos. A
combination of 3DCNNandLSTM is used for spatio-temporal feature extraction. Results
of the model on three datasets, SKIG, NATOPS, and SBU, show a relative recognition
accuracy improvement of 0.19% 8.52% and 4.11% compared to SOTA models [20].
Chen et al. suggested a Dynamic Graph-based Spatial-Temporal Attention (DG-STA)
model for dynamic HGR. Using a self-attention mechanism for learning the node and
edge features, a graph is constructed from a hand skeleton. Results on two datasets, DHG-
14/28 and SHREC’17, show the recognition accuracy improvement with a 0.9% and 3%
relative improvement, respectively [13]. Canuto dos Santos et al. proposed a CNN-based
model by using a soft-attention layer for dynamic HGR. They employed a summarizing
technique to obtain an RGB image from an RGB video. This image is fed to the CNN-
basedmodel to obtain the final gesture. Results onMontalbano andGRIT datasets show a
relative SOTA accuracy improvement of 0.78% and 6.68% respectively [18]. Subhashini
and Revathi present a Gabor Line Derivative Deep Convolution Neural Network-based
Levy flight Whale optimization for static and dynamic hand gesture recognition. After
decreasing the computation complexity of the image channels, a rich set of line features
are extracted using the Gabor Line Derivative-based feature extraction method. Finally,
a Deep Convolution Neural Network based Levy flight Whale optimization is presented
in terms of classifying dissimilar static and dynamic hand gestures. Results of this model
confirm the superiority of the model in compared to state-of-the-art models in HGR [77].

3 HGR datasets

Recently, several datasets have been proposed to HGR with various characteristics [6, 8, 21,
36, 58, 60, 63, 82]. In this section, we briefly review these datasets from four characteristics
points of view. Table 1 shows the most used datasets for gesture recognition.

• ThegesturenumbersThere are different gesture numbers, from10 to 3300, in the gesture
datasets. As the fourth column of Table 1 shows, the Boston ASLVID dataset has the
highest gesture numbers among the current gesture datasets.While increasing the gesture
numbers has many advantages for a model, it is not enough for a deep learning-based
model.
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• The sample numbers in each gesture As the seventh column of Table 1 shows, RKS-
PERSIANSIGNwith 100 samples has the highest sample numbers. TheBostonASLVID,
SIGNUM, and MSRGesture have 3 samples for each gesture. Increasing the sample
numbers is necessary for deep learning-based models.

• The sample numbers Increasing the sample numbers can help the model to face more
data patterns and learn to be more general. As the sixth column of Table 1 shows, the
RWTH-PHOENIX-Weather dataset with 45760 samples and PSL Kinect 30 with 300
samples have the highest and lowest sample numbers, respectively. However, having
more sample numbers is not enough for model learning.

• The subject numbers Increasing the subject numbers can assist the model to be subject-
independent and work in real-world situations, including diverse samples. This can lead
to an increase in the generalization capability of the model. As the fifth column of Table 1
shows, there are different subject numbers, from 1 to 25, in the gesture datasets.

Considering these characteristics, we propose a dataset, including more sample numbers in
each gesture and also more subject numbers. As the last row of Table 1 shows, the proposed
dataset contains 800 samples in each gesture and also 49 subject numbers. Relying on these
characteristics of the proposed dataset, deep learning-based models can learn each gesture
with a large amount of samples in diverse situations. However, we include only 8 gestures,
corresponding to the most-used gestures in daily communication. Our contribution will be
extended to include more gestures in our dataset.

4 Proposed dataset

Here, we present the details of the proposed dataset.

4.1 Dataset overview

The dataset contains a total of 7990 RGB images belonging to 8most-used gesture categories
in daily/social communication, in different and complex backgrounds, performed by 49
actors. We have 37 individuals, including 22 men and 15 women, in the age interval of 18-45
for the training set. There are 12 individuals, including 6men and 6women, in the age interval
of 23-35 for the testing set. Furthermore, the training and testing sets contain a total of 6400
and 1590 samples, respectively. This dataset was collected by a webcam in PNG format with
medium quality in different lighting conditions and background complexity. The distance
configuration between an actor and the camera is diverse. The input shape of the dataset
samples is 224×224×3. The gesture classes are chosen from the most usable and functional
gestures used in daily communication. To develop a set of useful gestures for social media or
face-to-face meetings, we began by identifying twenty potential gestures. We then solicited
feedback from a diverse group of individuals to determine which gestures were most useful
and practical. After careful consideration and voting, we narrowed down the list to eight
gestures that are both highly effective and easy to perform. These gestures were selected
based on their potential to enhance communication and facilitate understanding in a variety
of settings. Table 2 shows a description of the gestures used in the proposed dataset. We used
Labellmg software [37] to manually annotate the RGB images of the proposed dataset. The
annotation includes the bounding box of the detected hand, the class label corresponding to
the gesture of the input image, and the hand pose parameters. The proposed dataset aims to
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Table 2 Details of the gestures used in the proposed dataset

Gesture Description

“exactly/OK” This gesture is used when we agree with an idea or suggestion.

“two” This gesture is a number and can be used to show success in sign language.

“five” This gesture is a number and can be used as a stopping action in sign language.

“left” This gesture shows the orientation in directions.

“three” This gesture is a gesture that people around the world have made for centuries, mostly
in positive contexts. It is used for several purposes in sign languages, and in yoga as a
symbol to demonstrate inner perfection.

“like” This gesture is used when we agree and like something.

“dislike” This gesture is used when we disagree and don’t like something.

“zero” This gesture is a number and shows a so-so reaction to something.

provide a benchmark for HGR in real-world conditions. Our dataset will be publicly available
in the future.

4.2 Demo and repository

We develop an API [7]1 along with a GitHub repository2 for real-time HGR. The most
used gestures in daily communication are included in this system. CNN, as a powerful deep
learning-based model, is the main core of this system. This web service can be used in Sign
Language Recognition and authentication systems to solve communication barriers. Figure 1
shows an overview of the developed API.

4.3 Dataset statistics

Here,we present a statistical overview of the proposed dataset, including the gesture numbers,
sample numbers per gesture class, background complexity, subject diversity, age diversity,
hand occlusion, and hand pose parameters.

• Gesture numbers After reviewing the most-used gestures in daily communication, we
included 8 gestures in the dataset.

• Sample numbers per gesture class There are a total of 800 samples per gesture label,
which is compatible with the prerequisites of deep learning-based models.

• Background complexity To make a real-world recognition, different backgrounds,
including different complexity levels, are included in the dataset.

• Subject diversity To make a person-independent benchmark, different subjects with
different configurations are presented in the dataset.

• Age diversity To include different hand scales and shape configurations in the dataset,
subjects in the dataset fall into different age groups (See Table 3).

• Hand occlusion To have a robust benchmark, gestures with different hand occlusions
are included in the dataset.

• Hand pose parametersWe include 21 3D hand keypoints for each sample in the dataset.

1 This demo is available at http://shenasa.ai/service/59/hand-gesture-recognition
2 Will be available at https://github.com/smohammadi96/Diverse_hand_gesture_dataset/blob/main/
README.md
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Fig. 1 An overview of the proposed API

Details of the proposed dataset, along with some samples, are shown in Table 3 and Fig. 2.

5 Evaluated algorithms and baselines

Hand gesture recognition aims to map the hand’s appearance and/or motion related features
to a gesture vocabulary set. During thismapping, some features, such as 2D/3D hand pose and
shape features, can be used. However, estimating the 3D hand pose features is a challenging

Table 3 Details of the proposed dataset

Number of men Number of women Age Range Women Age Range men Total images

Train set 22 15 18-30 22-45 6400

Test set 6 6 23-28 23-35 1590
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Fig. 2 Some samples of the proposed dataset

task, especially in RGB image/videos. In this way, hand recovery can be used in coping with
the occluded or damaged input. Due to the relation between the hand gesture recognition,
hand pose estimation, and hand recovery, we briefly discuss recent works in these areas in
this section.

5.1 HGR

Here,we report some experimental results regardingHGRperformed on the proposed dataset.
Some of the CNN models used in Tables 4 and 5 are fine-tuned to be compatible with the
proposed dataset. Due to the undeniable power of CNN models for feature extraction from
static images, we use some CNN-based for analysis. One of these CNN-based models is
DeepGesture [3] as a deep learning-based model, including an Adapted Deep Convolutional

Table 4 Experimental results on
the proposed dataset

Model name Include Top Accuracy

DeepGesture [3] − 0.95

DenseNet121 [29] True 0.97

inceptionv3 [79] True 0.95

NASNetLarge [92] True 0.95

ResNet50 [26] True 0.98

ResNet50 [26] False 0.97

VGG16 [75] True 0.97

inception-resnet-v2 [78] True 0.87

MobileNet [28] True 0.94

Xception [88] True 0.94

MobileNetv2 [72] True 0.94
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Neural Network (ADCNN), proposed to HGR. Two convolutional and three Fully Connected
(FC) layers are included in this model. Table 4 shows the results of this model on the proposed
dataset. Furthermore, results on some CNN-based models, including DenseNet121 [29],
inceptionv3 [79], NASNetLarge [92], ResNet50 [26], VGG16 [75], Inception-ResNet-v2
[78], MobileNet [28], Xception [88], and MobileNetv2 [72], are reported in the Table 5.
Finally, we report the results of three well-known real-time object detection and classification
models: YOLOv3-tiny [1], YOLOv4 [9], and different architectures of EfficientDet [80] (see
Table 5). As this table shows, YOLOv4 has a better recognition accuracy compared to the
other models used in the evaluation.While the recognition accuracy is 100% for the “dislike”
gesture using the YOLOv4 model, the “three” gesture is challenging in all models used in
the evaluation. The “left” gesture has an approximately stable behavior for all models. Due
to the high sample numbers per class and also using seen data for testing, the results of these
tables are satisfactory. Furthermore, Table 6 shows the statistical evaluation of the models.
Based on this table, YOLOv4 has a minimum Standard Deviation (std) compared to the other
models.

5.2 Hand and body pose estimation

The proposed dataset is collected for HGR but it can be used in different tasks in Com-
puter Vision. We performed different analysis for hand and body pose estimation on the
proposed dataset. One of them is the accurate Hand Pose Estimation (HPE) model proposed
by Zimmermann and Brox [91]. This model contains a CNN-based model for hand seg-
mentation and localization to estimate 21 3D hand keypoints from RGB images. We did not
train this model and only used it as a pre-trained model for 3D hand keypoints estimation.
Figures 3 and 4 show the results of the estimated hand keypoints on different samples. As
these figures show, while the Zimmermann and Brox [91] model can successfully estimate
3D hand keypoints in some samples (Fig. 3), the estimation accuracy is decreased under the
effect of lighting conditions and hand occlusion in some samples (Fig. 4). Another model
is the OpenPose model, as the state-of-the-art model in pose estimation [10]. The first row
of Fig. 5 shows some outputs of this model. Furthermore, we did some experiments on the
proposed datasets for hand and body pose estimation models proposed in [11, 42, 87] (See
the first, second, and fourth rows of Fig. 6). The first row of Fig. 6 shows the results of the
multi-person pose estimation model [42]. As this figure shows, the estimation is not accurate
that can come from the complexity of the background and also light conditions in dataset
samples.

Table 6 Statistical evaluation of
the considered models for
evaluation on the proposed
dataset

Model name Mean Std

EfficientDet0 0.31 0.31

EfficientDet1 0.64 0.45

EfficientDet2 1.31 1.06

EfficientDet3 1.7 0.56

EfficientDet4 4.13 1.20

YOLOv3-tiny 0.10 0.05

YOLOv4 0.27 0.04
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Fig. 3 Some samples of accurate 3d hand keypoints estimated using Zimmermann and Brox [91] model on
the dataset samples

5.3 Hand recovery

3D hand shape recovery is a challenging task in computer vision. In 3D capturing the full part
of the body, the hands are small and sometimes partially occluded and damaged. So, in some
cases, it is necessary to recover and reconstruct their shape [70]. This process is defined as
hand recovery. Here, we present the results of the proposed dataset on the HandTailor model,
as a high-precision hand recoverymodel. Thismodel combines a learning-based handmodule
and an optimization-based tailor module to obtain an accurate hand mesh recovery from an
RGB image [43]. As the third row of Fig. 6 shows, this model does not have accurate results
on some samples from the proposed dataset.

5.4 Joint andmesh reconstruction of hands

Estimating hand-object manipulations is necessary for interpreting and imitating human
actions. Due to this importance, we performed an analysis on a model, entitled ObMan, for

Fig. 4 Some samples of inaccurate 3d hand keypoints using Zimmermann and Brox [91] model on the dataset
samples

123



Multimedia Tools and Applications (2024) 83:50245–50267 50257

the joint reconstruction of hands and objects from an RGB image. The ObMan regularizes
the joint reconstruction of hands and objects with manipulation constraints [25]. As the fifth
row of Fig. 6 shows, this model does not have accurate results on some samples from the
proposed dataset. Furthermore, the results of two models [41, 59] for hand mesh estimation
and reconstruction have been shown in the third and fourth rows of Fig. 5.

5.5 State-of-the-art evaluation

Here,we present aggregated information about the state-of-the-art results onHGRand related
areas (See Tables 7 and 8). As these tables show, trends of the proposed models on different
datasets in static and dynamicHGR and related areas show that deep learning approaches suc-
cessfully improved the model performance with a high margin. However, more endeavor is
necessary for some challenging datasets such as isoGD, LSP, and EVAL. In most of the exist-
ing datasets, such as NYU, ICVL, MSRA, ASL Fingerspelling A, RKS-PERSIANSIGN, the
achieved performance by deep-based models are higher than the other challenging datasets.
The proposed experimental results of different deep-based models in static and dynamic
HGR and related areas confirm the effective role of using multi-modal and multi-channel
information [19, 20, 62, 76]. Furthermore, the proposed hybridmodels successfully improved
the model performance benefiting from the combination of some hand-crafted features with

Fig. 5 Some experiments of the proposed datasets: (a) [10] (b) and (c) [41], (d) [59]
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Fig. 6 Some experiments of the proposed datasets: (a) [42] (b) [87] (c) [43] (d) [11] (e) [25]

123



Multimedia Tools and Applications (2024) 83:50245–50267 50259

Ta
bl
e
7

St
at
e-
of
-t
he
-a
rt
m
od
el
s
on

th
e
da
ta
se
ts
co
rr
es
po
nd
in
g
to

th
e
H
G
R
an
d
re
la
te
d
ar
ea
s

D
at
as
et

Y
ea
r

R
ef
.

G
oa
l

M
od
el

M
od
al
ity

R
es
ul
ts

N
Y
U

20
20

[6
3]

H
SR

SS
D
,2

D
C
N
N
,

D
ep
th

4.
64

m
m

3D
C
N
N
,L

ST
M

IC
V
L

20
18

[5
2]

H
P

C
N
N

D
ep
th

6.
28

m
m

M
SR

A
20

16
[5
6]

H
P

C
N
N

D
ep
th

5.
58

m
m

(A
ve
.e
rr
.)

FL
IC

20
16

[5
4]

H
P

C
N
N

R
G
B

99
.0
(E
lb
ow

)

L
SP

20
16

[8
7]

H
P

C
N
N

R
G
B

84
.3
2

is
oG

D
20

20
[6
4]

H
SR

SS
D
,C

N
N
,L

ST
M

R
G
B

86
.3
2

M
P
II

20
16

[5
4]

H
P

C
N
N

R
G
B

90
.9
0
(t
ot
al
)

IT
O
P

20
18

[4
6]

H
P

C
N
N

D
ep
th

97
.5
(A
U
C
)

R
G
B
D
-H

uD
aA

ct
20

16
[1
9]

H
G

C
N
N

D
ep
th
,R

G
B

96
.7
4

ST
B

20
18

[7
6]

H
P

V
A
E

R
G
B
,D

ep
th

0.
98

3(
A
U
C
)

E
V
A
L

20
16

[2
4]

H
P

C
N
N

D
ep
th

74
.1
0

D
ex
te
r

20
17

[9
1]

H
P

C
N
N

R
G
B

49
.0
(A

U
C
)

R
W
T
H
-P
H
O
E
N
IX

-W
ea
th
er

20
12

20
15

[3
3]

H
SR

C
N
N

R
G
B

55
.7
0
(P
re
ci
si
on
)

R
W
T
H
-P
H
O
E
N
IX

-W
ea
th
er

20
14

20
19

[1
5]

C
D
SL

R
3D

C
N
N
,B

i-
L
ST

M
R
G
B

22
.8
6

B
ig
H
an
d2

.2
M

20
18

[5
]

H
P

G
A
N

D
ep
th

13
.7
m
m

H
um

an
3.
6M

20
18

[8
4]

H
P

C
N
N

D
ep
th

62
.8
m
m

N
G
T

20
17

[4
8]

C
D
SL

R
he
ur
is
tic
,L

ST
M

R
G
B

80
.7
0
(a
cc
ur
ac
y)

U
B
C
3V

20
18

[4
6]

H
P

C
N
N

D
ep
th

88
.2
(A
U
C
)

M
as
se
y
20

12
20

18
[6
2]

H
R

R
B
M

R
G
B
,D

ep
th

99
.3
1

SL
Su

rr
ey

20
18

[6
2]

H
R

R
B
M

R
G
B
,D

ep
th

97
.5
6

A
SL

F
in
ge
rs
pe
lli
ng

A
20
18

[6
2]

H
R

R
B
M

R
G
B
,D

ep
th

98
.1
3

O
U
H
A
N
D
S

20
18

[1
6]

H
G

C
N
N

D
ep
th

86
.4
6

E
go

ha
nd

s
20

17
[1
7]

H
T

C
N
N

R
G
B

0.
96
86

(m
A
P
)

123



50260 Multimedia Tools and Applications (2024) 83:50245–50267

Ta
bl
e
7

co
nt
in
ue
d

D
at
as
et

Y
ea
r

R
ef
.

G
oa
l

M
od
el

M
od
al
ity

R
es
ul
ts

D
ex
te
r

20
18

[5
3]

H
T

C
N
N

R
G
B

0.
64

(A
U
C
)

E
go

D
ex
te
r

20
18

[5
3]

H
T

C
N
N

R
G
B

0.
54

(A
U
C
)

R
H
D

20
18

[7
6]

H
P

V
A
E

R
G
B
,D

ep
th

0.
84

9(
A
U
C
)

B
2R

G
B
-S
H

20
19

[3
9]

H
P

C
N
N

R
G
B

7.
18

(e
rr
)

D
H
G
-1
4/
28

D
at
as
et

20
19

[1
3]

H
G

C
N
N

R
G
B

91
.9

SH
R
E
C
’1
7
T
ra
ck

D
at
as
et

20
19

[1
3]

H
G

C
N
N

R
G
B

94
.4

T
he

re
su
lts

of
th
e
st
at
ic
ha
nd

ge
st
ur
e
da
ta
se
ts
ar
e
sh
ow

n
in

bo
ld

123



Multimedia Tools and Applications (2024) 83:50245–50267 50261

Table 8 State-of-the-art models on the datasets corresponding to the HGR and related areas

Dataset Year Ref. Goal Model Modality Results

RWTH-BOSTON-50 2019 [40] HS CNN RGB 89.33

ASLLVD 2019 [40] HS CNN RGB 31.50

EgoGesture 2019 [34] HG CNN RGB 94.03

NVIDIA benchmarks 2019 [34] HG CNN RGB 83.83

SKIG 2020 [20] HG CNN RGB, Depth 99.72

NATOPS 2020 [20] HG CNN RGB, Depth 95.87

SBU 2020 [20] HG CNN RGB, Depth 97.51

NUS 2020 [2] HG CNN RGB 94.7

First-Person 2020 [63] HSR SSD, 2DCNN, RGB 91.12

3DCNN, LSTM

RKS-PERSIANSIGN 2020 [63] HSR SSD, 2DCNN, RGB 99.80

3DCNN, LSTM

Results of the static hand gesture datasets are shown in bold

deep-based features [12, 22, 44, 64]. These models benefit from having a trade-off between
both the powerful capabilities of deep learning (in particular in those cases of having large
amounts of data) and the specific problem-tailored design of handcrafted features. Due to the
undeniable power of CNN models for feature extraction from visual inputs, in most of the
proposed deep-based models, CNN or a combination of CNN with other deep-based models
is employed. Generative models, such as RBM and VAE, showed a comparable or better
performance than other deep alternatives in coping with few data for HGR and related areas
[62, 76]. Since the dynamic modality is more challenging than the static one, most of the
proposed models employed LSTM or 3DCNN for analyzing temporal dynamics. Consider-
ing the scope of the proposed dataset in this work, state-of-the-art results on static datasets
have been discussed in these tables. Most of the proposed models benefit from the powerful
capabilities of CNN for spatial feature extraction from static images. However, VAE and
RBM are also used. Overall, the model performance of the models on some complex static
and dynamic datasets can be improved. A compact details of the state-of-the-art models used
for evaluation can be found in Table 9. Finally, to show the complexity of the proposed
dataset, we compare the results of some recent models for the available datasets as well as
the proposed dataset (See Table 10). As this table shows, results on the proposed dataset are
lower than the available datasets in these works. This comes from the higher complexity and
diversity of the proposed dataset.

6 Limitations

The hand gesture dataset we have proposed is suitable for static gesture recognition. However,
if we collect sequential frames, we can use them for action recognition as well. It is important
to note that the number of classes in the dataset can be expanded in the future to increase its
versatility. Additionally, the quality of the images captured by a laptop’s camera is limited,
and it is recommended to use different cameras and lenses to capture images with better
variation and quality. By addressing these limitations, we can improve the accuracy and
usefulness of the dataset for a wider range of applications.
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Table 9 Experimental results on the proposed dataset

Ref. SOTA title Task year link

[42] SimplePose multi-person pose
estimation

AAAI 2020 https://github.com/
hellojialee/Improved-
Body-Parts

[87] Convolutional Pose
Machines

Hand and body Pose
estimation

CVPR 2016 https://github.com/timctho/
convolutional-pose-
machines-tensorflow

[59] HandOccNet 3D mesh estimation CVPR 2022 https://github.com/namepllet/
HandOccNet

[43] HandTailor 3D Hand Recovery BMVC 2021 https://github.com/LyuJ1998/
HandTailor

[41] MeshTransformer Hand pose and mesh
reconstruction

CVPR 2021 https://github.com/microsoft/
MeshTransformer

[11] NSRMhand 2D hand pose
estimation

WACV 2020 https://github.com/HowieMa/
NSRMhand

[25] Obman Joint Reconstruction
of Hands and
Manipulated
Objects

CVPR 2019 https://github.com/hassony2/
obman-train

[10] Openpose Hand and body pose
estimation

PAMI 2018 https://cmu-perceptual-
computing-lab.github.io/
openpose/web/html/doc/
md-doc-installation-0-
index.html

7 Conclusion

In this paper, we contributed to a dataset including a total of 7990 RGB images in 8 gesture
classes. The proposed dataset aimed to include a diverse set of hand gesture images in themost
usedgestures corresponding to daily communication.Analysis of the existingdatasets inHGR

Table 10 The comparison results of some models for the available datasets with the proposed dataset

Model Own dataset
[55]

Massey
[62]

Surrey
[62]

NYU [62] Fingerspelling
A [62]

Proposed
dataset

Decision Tree
[55]

91.18 − − − − 78.40

Naive Bayes
[55]

88.34 − − − − 70.20

MLP [55] 96.78 − − − − 81.24

CNN [55] 95.94 − − − − 82.00

RBM [62] − 99.31 97.56 90.01 98.13 85.60

Massey: Massey University Gesture Dataset 2012, ASl: American Sign Language (ASL), Surrey: Finger-
spelling Dataset from the University of Surrey’s Center for Vision, Speech and Signal Processing, NYU, and
Fingerspelling A: ASL Fingerspelling A
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showed that the restricted subject numbers and also the sample numbers per gesture classes
can have a negative impact on deep learning-basedmodels. To overcome these constraints, we
proposed a dataset including more subject numbers and also more sample numbers for each
gesture class to meet deep learning requirements. Different analysis on the exiting state-
of-the-art models in HGR, HPE, hand recovery, and hand reconstruction were performed
and reported. Overall, we hope this dataset provides a baseline for working in real-world
conditions for the research community.
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